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Abstract --The elasticity and the lack of upfront capital in-
vestment offered by cloud computing is appealing to many 
businesses. Cloud computing allows business customers to 
scale up and down the resource usage based on needs. Many of 
the touted gains in the cloud model come from resource mul-
tiplexing through virtualization technology. This project 
presents a system that uses skewness measure and support 
green computing by optimizing the number of servers in use. 
The project introduces the concept of skewness to measure the 
unevenness in the multidimensional resource utilization of a 
server. By minimizing skewness, it combines different types of 
workloads nicely and improve the overall utilization of server 
resources. It develops a set of heuristics that prevent overload 
in the system effectively while saving energy used. The green 
computing algorithm is used to calculate hot spots in server if 
utilization of any of its resources is above threshold.

Index Terms – Cloud computing , Skewness, Green computing

I. INTRODUCTION
Studies have found that servers in many existing data 

centers are often severely underutilized due to over provi-
sioning for the peak demand. The cloud model is expected 
to make such practice unnecessary by offering automatic 
scale up and down in response to load variation. Besides 
reducing the hardware cost, it also saves on electricity 
which contributes to a significant portion of the operational 
expenses in large data centers.

Virtual machine monitors (VMMs) like Xen provide a 
mechanism for mapping virtual machines (VMs) to physical 
resources. This mapping is largely hidden from the cloud 
users. It is up to the cloud provider to make sure the under-
lying physical machines (PMs) have sufficient resources to 
meet the needs. 

VM live migration technology makes it possible to 
change the mapping between VMs and PMs While applica-
tions are running. However, a policy issue remains as how 
to decide the mapping adaptively so that the resource de-
mands of VMs are met while the number of PMs used is 
minimized.

Skewness algorithm is used to measure the unevenness 
in the multidimensional resource utilization of a server. By 
minimizing skewness, it can combine different types of 
workloads nicely and improve the overall utilization of 
server resources. Green computing technique identify 
whether the system is in hot spot. The existing system de-
velops a resource allocation system that can avoid overload 
in the system effectively while minimizing the number of 
servers used. It introduces the concept of “skewness” to 
measure the uneven utilization of a server. By minimizing 
skewness, it can improve the overall utilization of servers in 
the face of multidimensional resource constraints.

It designs a load prediction algorithm that can capture 
the future resource usages of applications accurately. The 
algorithm can capture the rising trend of resource usage 
patterns 

It looks inside a VM for application level statistics, 
e.g., by parsing logs of pending requests. It requires modifi-
cation of the VM which may not always be possible. 
The existing system has following disadvantages,

• Cloud Node failure scenario is not taken into ac-
count.

• All jobs are independent during scheduling and 
then assigned to cloud nodes.

• Job replication strategy (such as upload or search 
process) is not considered.

• Job completion time is not reduced.

II. OBJECTIVE

       Objective of the project is to analysis the performance 
of the nodes based on the CPU usage and Disk data transfer 
and to measure the unevenness in the multidimensional re-
source utilization of a server. It improves the overall utiliza-
tion of server resources by preventing overload in the sys-
tem. The main job is to find whether server is in hot spot. 
The condition hot spot satisfies if the utilization of any of its 
resource is above threshold.  

III. SKEWNESS ALGORITHM EXECU-
TION

a) Add Node

       In this form, the node’s IP Address and system name 
are keyed in and saved in ‘Node’s table. The details are 
viewed using data grid view control.

b) Prepare ‘CPU’ and ‘Disk Transfer’ Data

       A windows application is designed which acts as grid 
data collector. The application collects the grid usage data 
such as CPU usage, memory statistics are stored in a file. 
The CPU usage is retrieved at specified intervals say 30 
seconds and kept IN buffer. At regular interval they are 
stored in a log file in same node. During upload, they are 
converted to XML files and are submitted to the server da-
tabase so that they can be consolidated in a common format.

c) Consolidate ‘CPU’ and ‘Disk Transfer’ Data

       Upon regular schedule, the collected data are converted 
to XML files and are submitted to the server database so 
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that they can be consolidated in a common format. The sta-
tistics of usage data can be viewed in data grid view control 
as well as chart control for easy analysis. During chart prep-
aration, individual usages such as CPU usage, disk usages 
are prepared for each node or selected nodes or all nodes.

d) Server Skewness Calculation

      In this module, the concept of skewness is introduced to 
quantify the unevenness in the utilization of multiple re-
sources on a server. Let n be the number of resources and ri
be the utilization of the ith resource. The resource skewness 
of a server p is defined as

where r is the average utilization of all resources for server 
p. In practice, not all types of resources are performance 
critical and hence we only need to consider bottleneck re-
sources in the above calculation. By minimizing the skew-
ness, different types of workloads are combined nicely and 
the overall utilization of server resources is improved. 

3.1 HOT AND COLD SPOTS

       The algorithm executes periodically to evaluate the 
resource allocation status based on the predicted future re-
source demands of VMs. It defines a server as a hot spot if 
the utilization of any of its resources is above a hot thre-
shold. This indicates that the server is overloaded and hence 
some VMs running on it should be migrated away. It de-
fines the temperature of a hot spot p as the square sum of its 
resource utilization beyond the hot threshold:

where R is the set of overloaded resources in server p and 
rt is the hot threshold for resource r . (Note that only over-
loaded resources are considered in the calculation.) The 
temperature of a hot spot reflects its degree of overload. If a 
server is not a hot spot, its temperature is zero.

        Overall module description of our project is collecting 
the system information by querying the database. After 
collecting the information, it is stored in log file and 
converted to XML file which is uploaded into server in 
future.
The information includes CPU usage and disk transfer 
details. Before collecting the information the node have to 
be included in the cloud network list. The nodes which are 
included in cloud list also collect their performance and 
upload it to the server.
The information collected will help in finding the hot spot 
detection. The threshold is set for the node. When the 
temperature of the node exceeds the threshold of the node, 

the node comes under the hot spot category. This process is 
known as green computing.

3.2 ADAPTIVE SCORING JOB SCHEDULING 
ALGORITHM

       In ASJS, users can submit different types of jobs at the 
same time containing computing-intensive jobs or data-
intensive jobs. The computing-intensive job means that jobs 
need lots of computing power to complete and the data-
intensive job means that the resource needs to take lots of 
bandwidth to transmit  the files.
      A user gives the specification of jobs such as types of 
jobs, number of computing-intensive jobs and number of 
data-intensive jobs on the interface provided by the Portal in 
the beginning. When the user completes the job description, 
the Portal will send the request to the Job Scheduler and Job 
Scheduler will determine the types of jobs and decide the 
weight value of cluster score function in initialization. 
      After initializing the cluster score of each cluster, the 
Job Scheduler will select the resource with the best compu-
ting power in the cluster with the highest cluster score and 
assign the job to the resource. After Job Scheduler sends the 
job to the resource selected, it continues to schedule the 
next job until completing all jobs.After a resource receives a 
job, it starts to execute. The status of the resource will 
change, and therefore local update will be applied to adjust 
the cluster score of the cluster containing the resource. 

IV. RELATED WORKS

       Virtualization technology to allocate data center re-
sources dynamically based on application demands and 
support green computing by optimizing the number of serv-
ers in use.
        Green computing defines a server as a hot spot if the 
utilization of any of its resources is above a hot threshold. 
This indicates that the server is overloaded and hence some 
VMs running on it should be migrated away. The tempera-
ture of a hot spot reflects its degree of overload. If a server 
is not a hot spot, its temperature is zero.
         The project introduces the concept of “skewness” to 
measure the unevenness in the multidimensional resource 
utilization of a server. By minimizing skewness, we can 
combine different types of workloads nicely and improve 
the overall utilization of server resources. It develops a set 
of heuristics that prevent overload in the system effectively 
while saving energy used.
         In addition, Adaptive Scoring Job Scheduling algo-
rithm (ASJS) is applied for cloud nodes and resources are 
scheduled so that the given job is split into ‘N’ tasks along 
with replication strategy.
     The proposed system has following advantages.

• Jobs are split into sub tasks and assigned to more 
cloud nodes.

• Both dependent tasks and independent task sche-
duling is taken into account.

• Job replication strategy is also considered.
• Decreasing completion time of jobs.
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V. CONCLUSION AND FUTURE WORKS

       The proposed a design, implementation, and evaluation 
of a resource management system for cloud computing 
services. The system multiplexes virtual to physical 
resources adaptively based on the changing demand. The 
skewness metric is used to combine VMs with different 
resource characteristics appropriately so that the capacities 
of servers are well utilized. The algorithm achieves both 
overload avoidance and green computing for systems with 
multi-resource constraints. 
        In addition, this project proposes an adaptive scoring 
method to schedule jobs in cloud environment. ASJS selects 
the fittest resource to execute a job according to the status 
of resources. Local and global update rules are applied to 
get the newest status of each resource. Local update rule 
updates the status of the resource and cluster which are 
selected to execute the job after assigning the job and the 
Job Scheduler uses the newest information to assign the 
next job. 
        Global update rule updates the status of each resource 
and cluster after a job is completed by a resource. It 
supplies the Job Scheduler the newest information of all 
resources and clusters such that the Job Scheduler can select 
the fittest resource for the next job. The experimental results 
show that ASJS is capable of decreasing completion time of 
jobs and the performance of ASJS is better than other 
methods.
         In the future, ASJS can be applied to real cloud 
applications. This project focuses on job scheduling. The 
project can be modified to consider division of file and the 
replica strategy in data-intensive jobs. Jobs are independent 
in this project. Studying and improving ASJS for such kinds 
of jobs may be carried out in the future.
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