
International Journal On Engineering Technology and Sciences – IJETS™                                                                                                    
ISSN (P): 2349-3968, ISSN (O): 2349-3976                                                                                                                                           

Volume 1 Issue 1, May 2014

45

SHIELDING IN CONTRAST TO FLOOD
ATTACKS IN DISRUPTION TOLERANT 

NETWORKS
VANDANA S, Dr.S.M.NANDHAGOPAL.,M.E.Ph.D.,

PG SCHOLAR, II-M.E (CSE), EASA COLLEGE OF ENGINEERING AND TECHNOLOGY
NAVAKKARAI

COIMBATORE-105
sreeharivandu@gmail.com

Abstract— Disruption Tolerant Networks (DTNs) exploit the 
agility through the nodes and the unscrupulous links amid nodes 
for transferring the information. Owing the inadequacy in 
network possessions like communication prospect and buffer size, 
DTNs are exposed to flood attacks, where enemies transfer as 
numerous data packets or packet duplicates as conceivable to the 
network, so as to exhaust or over-exploit the partial system
properties. Here the employment of proportion preventive to 
protect in contradiction to flood attacks in DTNs, so as to bound
the quantity of packets every node has, that it can produce in
respective time recess and a limit over the quantity of mock-ups’
that it can produce for each packet. A dispersed arrangement to 
perceive whether a node has dishonoured its rate constraints has 
been proposed here in this paper. Addressing the happenstance
that it is problematic to compute the total packets or imitations
transferred by a node due to absence of communiqué set-up, the
recognition accepts claim, carry and check: all node by itself 
totals the amount of packets or sent copies and privilege the tally
to the various additional nodes; the reception nodes transmit the 
assertion and verify whether the approved claims are varying
when they contact. The claim structure utilizes the pigeonhole 
principle so as to assure that the invader shall make 
unpredictable claims which may lead to discovery.

Keywords— Pigeonhole principle, T-Claim, P-Claim, Flood 
Attacks, Metadata Exchange.

I. INTRODUCTION

The curb in the bandwidth and buffer space and size leads to
vulnerable flood attacks in DTNs. The flood attacks are 
triggered when malevolently or greedily inspired invaders
inject some unwanted packets into the network, or 
sometimes as an alternative of injecting the packets, the 
attackers frontward the duplicates or replicas of the same
packet to as many nodes as possible. We call the two types 
of attack as “Packet Flood Attack” and “Replica Flood
Attack” respectively. Hence flooded packets and replicas of 
the packet may discard the priceless bandwidth and buffer 
resources (buffer size), avoid the packets from being 
promoted ahead to the next node and as a result deteriorate
the network provision made available to good nodes. 
Furthermore, mobile nodes devote much oomph on 
conveying/accepting flooded packets and replicas which 
may sharply truncate the battery life of the mobile nodes.

Hence, it is crucial to safeguard DTNs in contrast to flood 
attacks. Even though various different schemes have been 
projected to protect against flood attacks on the Internet [2]
and in wireless sensor networks [3], they undertake
determined connectivity and cannot unswervingly apply to 

DTNs that have irregular connectivity. In DTNs, already a 
slight effort is implemented on flood attacks, in spite of
various mechanisms on routing [4], [5], [6], data 
dissemination [7], [8], blackhole attack [9], wormhole attack 
[10], and selfish dropping behavior [11], [12]. It is to be 
renown that the packets flooded by foreign attackers (i.e., 
the intruders deprived of lawful cryptographic
authorizations) could be effortlessly cleaned with certain 
validation and verification techniques (e.g., [13]). 
Nevertheless, authentication single-handedly does not bring 
out the goods when insider attackers (i.e., the intruders with 
lawful cryptographic authorizations) flood packets and 
replicas with valid signatures. Hence, it is quiet a problem to
discourse the flood attacks in DTNs. We can employ rate 
limiting [14] so as to protect in contradiction of flood 
attacks in DTNs. In this method, every node has a restriction
on the quantity of packets that it may send in every time 
period, as a sending node. All nodes also have a constraint
on the amount of copies that it could have generated for 
every single packet. Hence arises the two main limits used 
to moderate packet flood and replica flood attacks, 
respectively. In case any node disrupts its frequency limits, 
then it will be simply considered as the fault packet and 
hence would be filtered. As a result, the quantity of flooded 
traffic can be regulated. The main involvement is a 
mechanism to sense whether a node is interrupted in terms 
of its rate limits. Even if it is not a tough task to identify the
violation of rate limit on the Internet and in 
telecommunication networks as the outlet router and base 
station can justify each user’s traffic, it is thought-provoking
in DTNs because of communiqué set-up and dependable
links. As a node transfers from place to place and may 
transmit data to certain communicated node, it becomes an 
extremely difficult task to sum the quantity of packets or the 
replicas transmitted by this particular node. The basic idea 
of recognition is claim-carry-and-check. Every node reckons
the number of packets or the replica that it has send out, by 
itself, and claims the amount to other nodes; the reception
nodes carry the privileges around when they transfer from 
one place to another, interchange certain claims when they 
contact each other, and verify if these claims are varying. In 
case some attackers flood additional packets or replicas than 
its limit, then it has to customize the identical count in more
than one claim rendering to the pigeonhole principle, and
this discrepancy may lead to detection of the packet. On the 
basis of this idea, we can use diverse cryptographic 
structures so as to discover the effect of Flood Attacks.
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So as to study the consequences of flood attacks on DTN 
routing, we can run simulations on the MIT Reality trace 
[15]. We consider three general routing strategies in DTNs.
1) Single-copy routing (e.g., [16], [4]): a node deletes its 
own copy of the packet, soon after promoting a packet
obtainable. As a result, every packet has only one copy in 
the network. 
2) Multi-copy routing (e.g., [17]): the source node of a 
packet showers a convinced quantity of copies of the packet 
to other nodes and every copy is independently transmitted
using the single-copy scheme. The extreme amount of 
copies that individual packet can have is static. 
3) Propagation routing (e.g., [15], [18], [19]): As a node
determines it suitable path to forward a packet to another 
come-across node that is according to the routing table, it
duplicates that particular packet to the come-across node 
and keeps the copy of its own. There is no predetermined
restriction on the quantity of replicas a packet could have. 
Through simulations, SimBet [4], Spray-and- Focus [17]
(allowed number of copies for each packet is three) and
Propagation are the representatives of the routing
approaches, respectively. During propagation, a particular 
node duplicates a packet to the other come-across node in 
case the latter has more regular association with the 
endpoint of the packet.

For this scheme two metrics are usually used, the first 
metric is used so as to map the packet-delivery ratio. This is 
defined as the fraction of packets supplied to the endpoints
out of the total number of packets produced.

The second metric is the fraction of missed transmissions
i.e., the transfer of packets through by decent nodes for 
flooded packets. The higher the fraction, the more the
network resources have been wasted. It is interesting to note
that the consequence of packet flood attacks on packet-
delivery ratio has been studied by Burgess et al. [20] using a 
different trace [5].

The simulation done there shows that the packet flood 
attacks meaningfully decrease the packet-delivery ratio of 
single-copy routing but it does not disturb propagation 
routing much. Nevertheless, it neither examines replica 
flood attacks nor the consequence of packet flood attacks on 
the unexploited transmissions.

In the simulations presented here, a packet flood attacker 
floods packets intended to arbitrary good nodes in every
interaction up until the contact ends or the communicated
node’s buffer is filled. A replica flood attacker duplicates
the packets it has produced to each come across node that 
does not own a fake. Every single good node produces thirty 
packets on the 121st day of the Reality trace, and each 
attacker does the similar in replica flood attacks. Every
packet perishes in 60 days. The buffer size provided for 
each node here is 5 MB, bandwidth is 2 Mbps and packet
size is 10 KB. Fig. 1 shows the effect of flood attacks on 
packet delivery ratio. Packet flood attack can dramatically 
reduce the packet delivery ratio of all three types of routing. 
When the fraction of attackers is high, replica flood attack 
can significantly decrease the packet delivery ratio of single-
copy and multi-copy routing, but it does not have much
effect on propagation routing.

Fig1 (a) Single- Copy Routing

         Fig (b) Multi-Copy Routing

        Fig1 (c) Propagation Routing

II. PACKET FLOOD DETECTION

So as to notice the invaders who disrupt the rate limit L, the 
number of exclusive packets that each node as a source has 
produced must be counted and directed to the network in the
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present period. Though, the node might be sending its packs
to any node it associates at a given time, no additional node 
could monitor altogether the transferring events. So as to 
overcome this dare, the plan is to let the node sum the 
quantity of exceptional packets that as a cause, has sent out, 
and entitle the latest packet tally in every packet sent out. 
The node’s rate limit certificate is also involved to the 
packet, so that additional nodes in receipt of the packet can 
study the official rate limit L. In case an intruder is flooding 
packets such that the rate limit is exceeded, then the count
value lesser than the actual value must be presented i.e. a 
pseudo vale, in the flooded packet. Since the actual value is 
greater than its rate limit and thus a clear needle pointing 
towards an attack. The presented count must have been 
already committed and used formerly by the intruder in 
extra claim that is ensured by the pigeonhole principle and
we know that hence formed two criteria are unreliable. 
Those nodes which have already collected the packets from 
the attacker transmit the claims incorporated in those 
packets when they move around. When two of them contact, 
they verify if there is any contradiction in between their 
composed claims. The intruder is detected when an 
irregularity is found.

III REPLICA FLOOD ATTACKS

The method for detection of the intruder can also be used
when the attacker frontwards a buffered packet more times 
than its limit, L. Explicitly, when the intermediate hop (or 
even the source node) transmits the packet to its next hop, it
initiates a transmission count. Transmission count the total 
number of times it has transmitted the given packet 
(including the current transmission). On the basis of whether 
the given node is the source node or an intermediate node it 
is decided that which routing protocol has to be used, the
subsequent hop could know the node’s limit, L for the 
particular packet, and safeguard that the claimed count is 
within the correct range. 

Fig 2 (a) Packet Flood, L=3

Fig. 2 (a). The basic idea of flood attack detection. Here cp 
and ct are ‘Count of Packets’ and ‘Count of Transmission’, 
respectively. 

Fig. 2 (b) Replica Flood, L=2

Similarly as in packet flood attacks, the attacker can be 
detected. Examples are given in Figs. 2b and 2c.

Fig 2 (c) Replica Flood by Relay

Ultimately, if the intruder wants to transfer the packet more 
than L times, it would simply claim a pseudo count which 
has been used before.

IV IMPLEMENTATION OF SCHEME

Two pieces of metadata are added to each packet (Fig. 4), 
Packet Count Claim (P-claim) and Transmission Count 
Claim (T-claim). P-claim and T-claim are used to detect 
packet flood and replica flood attacks, respectively. Source 
adds the P-claim and transmits to advanced hops along with 
the packet. T-claim is generated and processed hop-by-hop. 
Precisely, the source also produces a T-claim but appends it 
to the packet.
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Fig 4 The conceptual structure of a packet and the changes 
made at each hop of the forwarding path.

When the first hop receives this packet, it peels off the T-
claim; when it forwards the packet out, it appends a new T-
claim to the packet. This process continues in later hops. It 
is interesting to know that every hop retains the P-claim of 
the source and the T-claim of its previous hop to detect 
attacks.

4.1.1 P-Claim
When a source node S sends a new packet m to a contacted
node, it generates a P-claim as follows:

P-claim: S,cp,t,H(m),SIGs(H(H(m)|S|cp|t)).

Here, t is the current time. cp is the packet count of S, which 
means that this is the cth new packet p that S has created and 
forwarded to the system in the present time intermission.
Here m is the packet being transmitted.

S increases cp by one after sending m out. The P-claim is 
involved to packet m as a header field, and will always be 
forwarded along with the packet to later hops. When the 
contacted node receives this packet, it confirms the 
signature in the P-claim, and checks the value of cp. If cp is 
larger than L, it throw-outs this packet; otherwise, it stocks
this packet and the P-claim.

Inconsistency Check with P-Claim:
From the P-claim node W gets: the source node ID S, packet
count cp, timestamp t, and packet hash, H. To check
discrepancy, W first uses S and t to map the P-claim to the 
structure Ci S. After that it rebuilds the hash remainder of H 
by means of the locators in Ci S. If the bit indexed by the 
packet count cp is set in the bit-vector but the hash
remainder is not included in Ci S, count reuse is detected 
and S is an invader.

The irregularity verification based on dense P-claims does
not cause false positive, as a good or decent node on no 
occasion reuses any count value in different packets created
in the same interval. The irregularity verification may cause 
false negative if the two unreliable P-claims have the same 
hash remainder. Nevertheless, since the invader does not 
know which bits constitute the hash remainder, the 
probability of false negative is only 2-8. Thus, it has 
negligible effect on the complete detection probability.

4.1.2 T-Claim
As node A transfers a packet m to node B, it adds a T-claim 
to m. The A’s present communication count ct for m (i.e., 
the number of times it has transmitted m out) is included in 
the T-claim and the current time t. 

The T-claim is

T-claim: A,B,H(m),ct,t,SIGA(H(A|B|H(m)|ct|t))

B authorizes if ct is exactly in the accurate window provided
in case the node A acts as the source node of m. If ct has a 
lawful or acceptable value, then B stocks this T-claim.

When we consider the single-copy and multi-copy routing, 
once it has been made sure that the forwarding of m has 
been done for enough times, the node A removes its own 
counterfeit of m and the m is not forwarded henceforth.

Inconsistency Check with T-Claim:
From the T-claim node W gets: the sender ID R, receiver ID
Q and transmission count ct. If Q is W itself, W takes no 
action. Or else, it uses R to plot the T-claim to the structure. 
If there is a 2-tuple (H’32, C’t) in CR that satisfies 1) H’32 is
the same as the remainder of H, and 2) C’t= C’t, then the 
issuer of the T-claim (i.e., R) is an attacker.

Hence performed irregularity verification done on the basis 
of T-claims usually never cause extra any false negative. 
But it is to be noted that there is always a possibility of 
False positive but it can be kept low as follows: The node W 
may falsely notice a good or decent node R as an intruder in 
case it is receiving two T-claims produced by R that fulfill
two state of affairs: 1) generated for two different packets, 
and 2) have the same hash remainder. Usually, it is expected
that the quantity of T-claims produced by R and 
acknowledged by W is not very bulky owing to the 
unscrupulous contacts of DTNs, and hence the possibility of 
false detection is extremely low. As W receives more T-
claims produced by R, it can use a longer (say 64-bit) hash 
remainder for R to retain the possibility of false detection 
low. It is also to be noted that such false detection is 
restricted to W only, since W cannot influence other nodes 
to admit the detection with compact T-claim.

V COLLUSION ANALYSIS

A. Packet Flood Attack

An intruder may transmit a packet with a fraudulent packet
count to its colluder that forwards the packet to the network. 
Undoubtedly, the colluder would not interchange the
fraudulent P-claim with its communicated nodes. Yet, the 
longer the colluder forwards this packet to a good node, the 
better the chance for a good node to detect the fraudulent
claim along with the attacker. Hence, the revealing
probability is not at all exaggerated by this type of collusion.

B. Replica Flood Attack

As intruders collude, certain invalid replicas of packets are 
injected without being noticed, but the total number of 
flooded replicas is efficiently restricted in this scheme. Also 
that, in this scheme for an exclusive packet all M colluders
could flood a total of M - 1 invalid replica without being 
detected. It is to be noted as well that when there is no
protection, a total of N - M invalid replicas can be injected 
for each exclusive packet. As the number of colluders is not 
very huge, this system may still meritoriously alleviate the 
replica flood attack.
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VI ROUTING ALGORITHM AND ANALYSIS

We use the following routing protocols in evaluations:

Forward. A single-copy routing protocol where a packet is 
forwarded to a relay if the relay has more frequent 
contacts with the destination.

SimBet [4].A single-copy routing protocol where a packet 
is forwarded to a relay if the relay has a higher simbet 
metric, which is calculated from two social measures 
(similarity and betweenness).

Spray-and-wait [17]. A multicopy protocol, where the 
source replicates a packet to L0 ¼ 3 relays and each relay 
directly delivers its copy to the destination when they 
contact.

Spray-and-focus [17].It is similar to Spray-and-Wait, but 
each packet copy is individually routed to the destination 
with Forward.

Propagation.A packet is replicated to a relay if the relay 
has more frequent contacts with the destination.

We use the following performance evaluation metrics:

Detection rate. The proportion of attackers that are
detected out of all the attackers.

Detection delay.From the time the first invalid packet is 
sent to the time the attacker is detected.

Computation cost.The average number of signature
generations and verifications per contact.

Communication cost.The number of P-claim/T-claim 
pairs transmitted into the air, normalized by the number of 
packets transmitted.

Storage cost.The time-averaged kilobytes stored for P-
claims and T-claims per node.

VII CONCLUSIONS

In this paper, the rate limiting has been discussed to 
alleviate flood attacks in DTNs, and a scheme that utilizes
claim-carry-and-check to probabilistically discover the 
damage of rate limit in DTN environments has been 
proposed. This scheme uses well-organized structures to 
keep the working out, communiqué and storage cost as low. 
Furthermore, the lower bound and upper bound of discovery
probability is also examined. Widespread trace-driven 
simulations presented that this scheme is operational to 
detect flood attacks and it attains such efficiency in a well-
organized way. This scheme works in a disseminated
manner, not banking on any online dominant consultant or 
infrastructure, and hence well fits the surroundings of 
DTNs.
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